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Abstract: This paper addresses the fast detection of electric signal disturbance for advanced smart inverter functionality within the framework of large scale grid integration of renewable energy sources. A statistical-based technique under the fault detection and isolation (FDI) paradigm is proposed for fast detection in power systems. The aim is to improve the performance of interconnection systems and the electricity grid’s energy efficiency. The new method developed is based on the CLumulative SUM (CUSUM) algorithm and is applied to a wide set of power quality events to analyse its performance. The results show that the method generates residuals that are robust to noise and accurately estimates the time locations of underlying transitions in the power system. The main advantage of the proposed technique is its early event detection, with respect to other traditional methods, because it performs sample-by-sample evaluations. Moreover, the proposed technique does not require much computational effort, which means that the presented detection method is suitable for integration into the multifunction relay protection subsystems available in novel smart inverters.
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1 Introduction

Nowadays, energy is a vital means of achieving social development. Nevertheless, energy production is a source of significant environmental impact, and the improper use of increasing amounts of energy is one of the factors involved in major potential environmental degradation. The transition to a more sustainable societal model is perhaps the most important challenge faced today. The increasing pressure on natural resources due to the introduction of millions of new consumers to markets, economic dependency on energy sources located outside of our territories, and climate change, as a consequence of increased global warming in recent decades, are only some of the issues that must be addressed to prevent reductions in levels of well-being.
One method of avoiding this unbalance is for industrialised countries to reach environmental sustainability by decreasing their energy intensity, reducing their consumption of fossil fuels, diminishing greenhouse gas emissions and increasing the security of their energy supply [1]. In this context, a long-term commitment to renewable energy sources (RES) seems to be the only adequate answer to all of these issues. An example can be seen in the recent solar boom of 2010-12 and its integration into electrical systems in different countries. However, the growing penetration of solar generation raises several economic, regulatory and technical questions, some of which are closely related to power quality (PQ) [2]. Moreover, the growing coexistence of both conventional and distributed generation in the same electrical system is causing a reconsideration of the traditional power system towards the smart grid. This approach will require the global integration of large numbers of independent and autonomous systems from different stakeholders. Due to the market trend towards diversifying distributed energy resources (DERs), large infrastructure systems, such as the electric power grid, may be viewed as complex systems-of-systems. This will pose new challenges for the integration of these intelligent sub-systems, so they can participate collectively and in a timely manner. This radical shift from the traditional centralised philosophy will require the implementation of real-time information in the whole electrical system.

DERs not only include generation units but also aggregated flexible resources like storage for electrical and thermal energy and/or flexible loads. Thus, DER systems that generate AC output, often with variable frequencies, such as wind, microturbine or flywheel storage, need AC-DC conversion. For DC output systems like PV, fuel cells and batteries, a DC-DC conversion is typically needed to change the DC voltage level. Accordingly, MW-scale power electronics converters are essential components in new DER plants. Due to advancements of technology, the costs of power electronics have decreased significantly, sizes have also become smaller and performance has improved. Up to now, most DERs only produce power; they do not contribute to the ancillary services required to control the power system and ensure stable operation. However, the main inconveniences of DERs include their inherent variability and uncertainty.

Part of the solution to moderating the impact of DERs on the grid lies in the DER units themselves, particularly in the interconnection equipment, such as inverters, that connects DERs to the electric power system. Driven by Germany’s 2011 LV-MV Directives [3], inverters can contain smart features such as reactive power control to aid with grid integration. By the end of 2015, over 50% of inverters can carry these functions. This percentage could increase through disruptive energy-storage innovations being incorporated into the inverter [4].

Thus, there is a growing need for a high-performance embedded system that supports both existing functionalities and future operational requirements. Standards like IEC 61727 [5], IEEE 1547 [6] and VDE 0126-1-1 [7] establish criteria and requirements for the interconnection of DERs with electric power systems. The requirements shall be met at the point of common coupling (PCC). Although the devices used to meet these requirements can be located elsewhere, the current trend is to include it within the inverter itself [8,9]. Recently, we have presented the complete characteristics of a smart inverter for distributed energy resources (SIDEr), and some possible new active functions can still be developed [10,11]. In the smart grid, SIDER can contribute to the reliability and stability of the entire power-supply infrastructure. It must respond to PQ events and fault conditions within the sub-cycle range by incorporating extremely fast response times. What is more, due to market expectations, self-diagnosis and self-healing functionalities must play a fundamental role in achieving the high PQ demanded, as well as subsequent trust in the smart grid paradigm.

The rest of this paper is organised as follows. An overview of the methods proposed for detecting of PQ disturbances is presented in Section 2. In Section 3, we propose a statistically based detection method with an FDI approach. Section 4 studies the performance of the method detecting different PQ disturbances. Finally, the conclusions are given in Section 5.

### 2 Detection of power quality events

The automated power quality analysis entails the following stages: the detection, segmentation and characterization of the power quality event. This information is useful to determine its cause and to establish limits of responsibilities between a network operator and final customer. An extensive and updated classification of different techniques available can be found in [12]; unfortunately, an analysis of their suitability for each of the above mentioned stages has not been clearly established. These stages can be preceded by a pre-processing stage of signal denoising and normalisation. We have addressed the second and third stages thoroughly in prior works [13–18]. Thus, this paper focuses on the experimental research effort toward fast detection of electric signal disturbance within the framework of advanced smart inverter requirements.
Nowadays, well-known signal processing methods have been applied to detect PQ disturbances with satisfactory results. Evaluating electrical system disturbances involves studying voltage and current deviations from the ideal waveform. In general, these deviations can be classified into two groups under the PQ paradigm: variations and events [19]. The former (e.g., harmonics, overvoltages, unbalances, etc.) are generally regarded as small and gradual deviations from the voltage/current sine wave, characterised as steady-state phenomena; the latter produce sudden, large deviations of the waveform, are characterised as non-stationary random phenomena, and are usually caused by incidents involving the electrical system's operation conditions. According to [20], the event detection methods can be grouped into time-dependent waveform feature [21], signal transformation [22] and parametric models [20]. Many studies have analysed the advantages and disadvantages of these methods. In particular, [23], shows the statistical performance of various detectors of a signal affected by a dip, using methods based on root mean square (RMS), Kalman filter, wavelet, peak voltage, missing voltage and generalized likelihood ratio test (GLRT). However, despite the wide range of PQ event parameters (frequencies, magnitudes, and durations), it is difficult to find a single method that is suitable for detecting of all types of them. For example, the commonly used wavelet transform is suitable for detecting of transients but fails for short- and long-duration variations (such as sags and swells, particularly those with a nonrectangular shapes) [24]. The situation is similar for HOS; the behavioural differences in frequency between the transients and sag (or swell) demands, which the sliding window used to extract HOS features, were completely different in both cases. For the transients, after a high-pass filter, the width of the window may be less than one cycle; for the last events, which are roughly of the same frequency as the “healthy” signal (ideal power-line sine wave), the window must contain a cycle of the 50-Hz sine wave [25]. Thus, in this paper, to unify the statistical treatment of all PQ events, it will be necessary to choose a new variable that exclusively distils the information of the perturbation from the waveform, without any losses (a descriptor).

Moreover, disturbance detection is a critical task and an effective protection requirement that is needed to successfully control the interconnection of a DG system to the grid. It must be performed on-line and in strict real-time, with the less number of false detection and accomplishing the temporary response specifications suitable for monitoring parameters and planned protective actions. Fig. 1 shows a comparison of the main standards in PQ applications and protection, referring to the response times needed to disconnect the equipment of the DG system's equipment when the voltage exceeds the allowable operating ranges.

As shown in Fig. 1, IEEE 929 [26] and IEC 61727 [5] are very similar with respect to operating ranges and disconnection times. In these standards, being outside the normal range of operation is necessary to disconnect the equipment in < 2 s. One can see that at a relatively large distance from the percentage of nominal voltage, the trip points require low disconnection times (≤ 0.10 s). IEEE 1547 [6] aims for such high percentages of rated voltage to not be achieved, seeking a compromise solution to the overvoltages, so that disconnection times can be increased. Finally, the VDE 0126-1-1 [7] standard seeks to provide a compromise solution and greater simplicity in controlling the device with only two trip points for overvoltages and undervoltages, respectively.

Thus, to prevent failures of high relevance to the power system, the protection devices integrated with the grid must be able to detect disturbances in early stages. We are definitely dealing with a problem of change point detection within the FDI domain, in response to the specific fault. A thorough survey can be found in [27]. The problem of change detection has remained an area of strong interest in recent years, as well as the study of parametric statistical tools for detecting abrupt changes in discrete time signals and dynamic systems [28,29]. According to the model-based filtering
introduced in [29], and bearing in mind that most of
the detection methods use a detection parameter (DP)
joint a threshold, the detection of abrupt changes in
the processed signals can be conceived in three steps:

- **Residual generation:** The basic principle is that
  residuals from are generated signal modelling.
  These residuals are expected to be zero (or zero
  mean) under no-fault conditions. In practical
  situations, the residuals are corrupted by the
  presence of noise, unknown disturbances, and
  uncertainties in the system model. The aim of the
  method is to generate robust residuals insensitive
  that are to these noises and uncertainties but are
  sensitive to faults.

- **Detection parameter generation:** The filter residuals
  must be treated in order to be transformed
  into a distance measure (DP) that measures the
  deviation from the no-change hypothesis.

- **Stopping rule:** This step is based on a statistical
  algorithm to make decisions on whether the
  deviation of a DP is significant.

![Figure 2: Block diagram of the detection method based on filtering [29].](image)

3 The proposed detection algorithm

This work mainly focuses on a quantitative model-
based approach to FDI, so that it can be used to develop
more efficient and reliable equipment. The detection
methods included in an intelligent electronic device
(IED) allow PQ measurement and provide, protection
functions and predictive tools, making the device
ready to be used in the new smart grid model with the
characteristics described in [30], i.e. fast registration of
the events, transmission to the power network control
system and smart relay protection devices [5].

In our work [31] a high-capacity IED was designed to
be embedded into inverter equipment took PQ, pro-
tection relay functions and synchronisation standards
into account. For a fast activation of the protection
functions, the detection instant should be as close as
possible to when the disturbance start. Therefore, the
analysis window should be as short as possible. Thus,
the requisites of the algorithm are low computational
load, high accuracy and robustness. What is more, if we
wanted to detect the event in real-time the challenge
is to make the decision in less than a half-cycle, obvi-
ously. In prior work [31], a detection method based on
a CUSUM test of Page was initially proposed. In that
work, the signals used were generated by a power
system with a frequency was 50 Hz, in which the IED
captured every half cycle (10 ms) while operating in
real-time [11]. The CUSUM algorithm was selected be-
cause it operates sample to sample, making it suitable
for fast detection. This algorithm accumulates the dif-
fERENCE between the sample mean and a target mean,
and plots it cumulatively. A change in the DP gradient,
either increasing or decreasing, indicates a departure
from the normal circumstances of the residual values
[32,33]. The acquisition process, which is executed with
a high priority loop, is joined in the detection process
by CUSUM, which is executed with a normal priority
loop that occurs in a time below 10 ms. The prelimi-
ary results from applying the CUSUM algorithm to
real-time PQ detection were sufficient but not entirely
satisfactory, as will be explained below. Moreover, the
method’s performance was only quantified using syn-
thetic disturbances.

Thus, this paper provides a following step and analyses
the CUSUM method with real three-phase disturbances.
A modification of the original algorithm proposed in
[31] is needed to detect an event in a real environment
with the lowest number of false detection. The new
proposed technique for fast detection of three-
phase events and the new methods used to generate
residuals are presented here; additionally, the rules
to calculate the DP and decide whether to stop are
thoroughly described.

3.1 Residual generation

As mentioned above, the aim of the residual generation
in our work [31] was to model the signal in order to
obtain robust residuals that are insensitive to these
noises and uncertainties but are sensitive to faults. To
this end, the first idea suggested was a unified analysis
of the three-phase power system using the Clark
Transform. However, for an unbalanced event, the
transformation output adds a ripple component over
the DC value, which is twice the source fundamental
frequency f. To get the DC values, a notch filter or a low-
pass filter with a its cut-off frequency lower than 2*f Hz
is recommended to remove the ripple component [34–
36]. Unfortunately, the use of an additional filtering
step causes a delay in the event detection; hence it
increases the response time, which results in a delay in
the overall response time.

Therefore, a new method was needed here to overcome
the above mentioned deficiency. A simple method
called the peak detection method [37, 38], generally
used in power electronics converters [39, 40], can be
used to obtain our input variable. The peak detection
method offers fast response time as well which, of less
than a quarter of a cycle. This method is very simple

...
to implement and has a low computational burden; however when it was applied in real environment, it proved very sensitive to noise. Thus, the peak detection method was rejected in the early stages of this research.

A filtering method was finally considered. In residual generation, an adaptive filter takes the measured signal and transforms it into a sequence of residuals that are similar to white noise before the change occurs. The filtering approach is used to separate the signal from the noise. For this purpose, finite impulse response (FIR) or infinite impulse response (IIR) filters can be used, as long as designed by any standard method (Butterworth, Chebyshev, etc.) [29]. In this work, a high pass Butterworth filter was used to generate the residuals.

3.2 Detection parameter algorithm

The next step is to threat the residuals through a statistical algorithm in order to detect any abrupt change in the input signal early. To this end, several approaches can be used: analysing of the mean or variance of the residuals, analysing the square of the residuals or other options based on probability ratios.

In this work, the statistical algorithm used to develop the mentioned change detector (DP) is the CUSUM method, which is based on the mean and variance of the residuals. It was selected method because it requires minimal computational effort and operates sample to sample, which is very appropriate for fast online detection. The change detection of the CUSUM method is labelled as a change in the mean of the filtered signal. The input to the CUSUM algorithm is called distance the measure, \( s_t \), which is set with the residuals from the filter, \( \varepsilon_t \), (Fig. 2).

The CUSUM algorithm directly includes all of the information in the sample sequence by plotting the cumulative sums of any deviation of the sample values from a target value. The CUSUM method is widely used across industries for monitoring deviations in a process with respect to a target value and also for finding evidence of change in the process's mean; in particular, it has been successfully employed in power system fault detection [29, 42–44]. The CUSUM method is easy to handle and useful for detecting the locations of change points. The combination of information from several samples makes the CUSUM algorithm a suitable method for detecting abrupt changes of PQ events in real-time. The CUSUM version used in [31] was the so-called tabular or two-sided CUSUM method [28,32]; it was designed to detect high and low changes in mean processes, as well as record the cumulative sums of the signal samples in two directions. In this paper, the DP proposed to detect disturbances is only based on the statistical estimator for detecting an increase in the mean of the residuals, which is given by Eq. (1).

\[
g_t = \max \left( g_{t-1} + s_t - \left( \mu_0 + K \right), 0 \right) \tag{1}
\]

where the DP, which is named \( g_t \), sums the inputs \( s_t \) from the filter. In Eq. (1), \( \mu_0 \) is the ideal mean of the process control state and \( K \) is the reference value set with a value that allows for a fast fault detection, which is usually half of the difference between the value of the average target control state and the value of the average at which the process is considered out of control [32]. The constant value given by the sum of \( \mu_0 \) and \( K \) has been removed to prevent false alarms. In this work, unlike the previous one [31], these parameters are configured. The \( \mu_0 \) parameter has been set to the mean of the samples processed to the current time, and the \( K \) parameter was configured at 0.5 times the standard deviation of the filtered signal.

3.3 Stopping rule

The purpose of the stopping rule phase is to detect when a process is considered to be out of control. In signal processing, the aim is to give an alarm when any statistic crosses a decision interval called a threshold, \( H \). As mentioned above, non-zero residuals are generated if there is a disturbance in the processed signal. This situation produces a change in the mean of the samples processed at the current time, so that the change detection algorithm, \( g_t \), must indicate the variation. The main problem in statistical change detection is determining the optimal threshold value to obtain high accuracy in change detection and a low rate of false alarms.

Regarding the preliminary results obtained with synthetic signals, the DP deviations from zero were considered to be produced by changes in the pure sinusoidal shape of the signal. However, with the measured signals, false alarms were generated in many cases when the threshold \( H \) was initialised to zero. To set a threshold \( H \) that avoids false alarms, 127 measured events were filtering and analysed. Later, the CUSUM algorithm was used to obtain the DP, and the results were studied through of a probability density function (PDF).

Fig. 3 shows the PDF. One can see that setting the threshold lower than the critical DP, the zero value, increases the probability of detection, but also produces an increase in the number of false alarms, due to the underlying noise of the real measurements. Thus, a threshold that is slightly greater than zero must be selected to avoid this problem and to design a
robust detection algorithm; 0.05 was the final threshold selected for use.

Figure 3: Results from designing the threshold over 127 disturbances.

Finally, the block diagram of the proposed technique is illustrated in Fig. 4. In this diagram, the signals are three-phase signals with no disturbance. In the residual generation block, the signals per phase are filtered and the residuals for each are obtained. Then, the residuals are treated using the CUSUM algorithm and the DP per phase is calculated. Finally, the diagnostic logic block makes the decision by using the established threshold and following the stopping rule: the start of a disturbance must be triggered \( (T) \) when the DP is across the threshold.

Figure 4: Block diagram of the proposed method for disturbance detection

This paper introduces further improvements in the algorithm and covers another critical issue in the online detection: the delayed detection. This issue is directly related to the ability of the selected algorithm to generate the detection signal alarm when a change occurs in real-time. An additional counter, called \( N \), is used to reduce the effect of the analysis window and accurately calculate the start of the transition. The \( N \) parameter, introduced by Montgomery [32], estimates the first out of control instant of the process and indicates the number of consecutive times that the DP is non-zero after crossing \( H \). Hence, the \( N \) parameter can be used to determine the time elapsed between the start of the transition \( (S) \) and the detection instant \( (T) \). Then, the non-stationary state of the process is triggered as a result of subtracting \( N \) from the initially set trigger point, \( T \).

4 Experimental results

In order to validate the detector, other results from analysed measured signals are presented in this section. Considering that a design goal is to use the proposed technique alone for a wide range of PQ event parameters, the following cases are studied: dip, overvoltage, transient and interruption. All data used in this paper were obtained from measurements with the sampling rate \( f_s = 4800 \) Hz and 50 Hz power system frequency. Thus, each cycle contains 96 samples, or 20 ms. In this section, all of the signals’ horizontal axes show the time in samples. The characteristics of the Butterworth used are 5th-order high pass, with a cut-off frequency of 3600 Hz.

Let us assume that the values of the DP that cross the threshold after a detected transition in the time of one cycle below are not considered to be transitions but effects of the previous transitions detected.

4.1 Dips

Fig. 5 shows a three-signal with a multi-stage dip (top graph) and the detection parameters with the same threshold (bottom graph).

From Fig. 5, one can see that there are three detection areas that correspond with the development between stages of the dip. The next figures, Figs. 6, 7 and 8, zoom into the detection areas. The DP per phase is individually shown in these figures, and the trigger instants \( T \) (vertical dashed line) and the calculated starting instant \( S \) (vertical solid line) are included in each one. Remember that \( T \) is the first instant when DP is across \( H \) (horizontal dashed line) and that \( S \) is the result of subtracting the counter \( N \) from \( T \).
The detection instants calculated by the method are shown in samples in Table 1.

<table>
<thead>
<tr>
<th>Phase</th>
<th>First transition</th>
<th>Second transition</th>
<th>Third transition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T (sample)</td>
<td>S (sample)</td>
<td>T (sample)</td>
</tr>
<tr>
<td>A</td>
<td>-</td>
<td>-</td>
<td>459</td>
</tr>
<tr>
<td>B</td>
<td>121</td>
<td>119</td>
<td>456</td>
</tr>
<tr>
<td>C</td>
<td>117</td>
<td>116</td>
<td>459</td>
</tr>
</tbody>
</table>

For each detection transition area, the final trigger was set to the minimum value of the S parameter in the three phases. Hence, for the analysed dip, the final triggers were set at samples 116, 455 and 583, for the first, second and third areas, respectively. Figure 9 shows the original waveforms and the RMS voltage over a half-cycle rectangular window, with the triggers (vertical lines), showing the transitions.

An example of a voltage dip due to single-phase fault with overvoltages in the non-faulted phases is shown in Fig. 10. As with in the prior case, there are three detection areas.

4.2 Overvoltages

An example of a voltage dip due to single-phase fault with overvoltages in the non-faulted phases is shown in Fig. 10. As with in the prior case, there are three detection areas.
The next figures, Figs 11, 12 and 13, zoom in on the detection areas.

**Figure 11:** From left to right: zooms of the first detection area in phases A, B and C.

**Figure 12:** From left to right: zooms of the second detection area in phases A, B and C.

**Figure 13:** From left to right: zooms of the third detection area in phases A, B and C.

The detection instants, triggered instants $T$ and the calculated starting instant $S$ are shown in samples in Table 2.

**Table 2:** Detection instants for overvoltages.

<table>
<thead>
<tr>
<th>Phase</th>
<th>First transition</th>
<th>Second transition</th>
<th>Third transition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T$ (sample)</td>
<td>$S$ (sample)</td>
<td>$T$ (sample)</td>
</tr>
<tr>
<td>A</td>
<td>128</td>
<td>127</td>
<td>693</td>
</tr>
<tr>
<td>B</td>
<td>129</td>
<td>127</td>
<td>685</td>
</tr>
<tr>
<td>C</td>
<td>128</td>
<td>127</td>
<td>685</td>
</tr>
</tbody>
</table>

The final triggers are set to the minimum value of the $S$ parameter in the three phases per transition. Thus, the values of the triggers are set at samples 127, 682 and 889, for the first, second and third transition areas respectively. Fig. 14 shows the original waveforms and the RMS voltage over a half-cycle, rectangular window.

**Figure 14:** From top to bottom: input signal with triggers and RMS voltages with triggers.

### 4.3 Transients

In this case, the detection of a transient is presented. Fig. 15 shows the original waveform with the transient around sample number 500 and the DPs resulting from CUSUM. Fig. 16 shows a zoom of the original waveforms in the area of the transient. One can see that the three phases are affected by the disturbance. The DPs per phase in the transient area are individually shown and zoomed in Fig. 17. Also, the trigger instants $T$ (vertical dashed line) and the calculated starting instant $S$ (vertical solid line) are included in the graphs of Fig. 17. The trigger point ($T$) is sample 487 for phases A and B, and sample 490 for phase C. The starting instant ($S$) is sample 486 for phases A and B, and sample 488 for phase C. Thus, the final trigger was set to the sample 486. The final trigger is shown in Fig. 18 with the original waveforms and the RMS voltage over a half-cycle, rectangular window.

**Figure 15:** From top to bottom: input signal with transient and detection parameters with the threshold.
4.4 Interruptions

Fig. 19 shows the original waveform of an interruption (top graph) and the calculated DPs per phase (bottom graph). Zooms of the detection parameters in the area of the interruption are individually shown in Fig. 20, including the trigger instants $T$ (vertical dashed line) and the calculated starting instant $S$ (vertical solid line). The trigger points ($T$) for phases A, B and C are sample 492, sample 489 and sample 484, respectively. The starting instants ($S$) for phases A, B and C are sample 491, sample 486 and sample 481, respectively. The final trigger is shown in Fig. 21, with the original waveforms and the RMS voltage over-half cycle rectangular window. The final trigger is set to the minimum value of the $S$ parameter in the three phases, which occurs at sample 481.

5 Conclusions

The present study provides a useful technique for fast online detection of PQ events. The proposed method, based on the CUSUM algorithm as a statistical estimator, accurately detects the transition for three phases of different PQ events. Furthermore, the main advantages of the solution given in this paper are that the
CUSUM algorithm is extremely easy to implement and has very little computational burden, making it appropriate for an effective protection requirement. Another advantage of the CUSUM method is it performs sample-by-sample evaluation, making it suitable for early event detection. Moreover, the method overcomes the detection-delay problem inherent to the analysis windows of the conventional methods by including a counter that determines the time elapsed between the start of the transition and the detection instant. Additionally, a robust threshold setting for the detection index has been proposed, configured with high sensitivity and a low false-alarm rate. The CUSUM statistical estimator has been used to determine the threshold. To this end, a probability density function of the detection parameter results has been made in order to apply CUSUM to a wide set of real measurement signals has been made. The implemented tests and experimental results show the effectiveness of this algorithm for detecting events and triggering with high precision the instant in which the three-phase signals start to deviate due to any disturbance. In summary, the proposed technique does not require much computational resolution and is very well chosen for implementation in protective relays. It is a robust detection algorithm that is capable of detecting PQ events in real-time.
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