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Abstract: Approximate Computing (AC) enables energy-efficient and high-performance computation for error-resilient applications
such as data analytics, image processing, and multimedia. With the growing demand for low-power, high-density storage in Artificial
Intelligence and Machine learning applications, researchers are exploring emerging technologies like FinFETs, memristors, Carbon
Nano Tube FET(CNTFET), and Quantum-dot Cellular Automata (QCA) to mitigate the constraints of CMOS scaling. This paper proposes
an efficient majority logic design using hybrid memristor-CMOS technology for low-power arithmetic applications. A power-efficient
1-bit adder, comprising three majority gates and one inverter, is designed and compared with existing memristor-based adders. Three
Approximate Adder designs such as MAAT, MAA2, and MAA3 are implemented in 8-bit fully approximate ripple carry structure and
8-bit error-tolerant ripple carry structure, integrating four approximate and four accurate adders. Circuit performance, including power
and delay, is analyzed using Cadence Virtuoso, where MAAT achieves the lowest Power-Delay Product (PDP) in both structures. Image
quality metrics, assessed using MATLAB with 8-bit pixel depth images, indicate that MAA3 attains the highest Peak Signal-to-Noise
Ratio (PSNR) in the fully approximate structure. Error analysis using Verilog coding shows that the proposed MAA2 design achieves a
24.12% error rate reduction in the error-tolerant structure compared to its fully approximate counterpart, demonstrating its efficiency
in balancing accuracy and power consumption.
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Memristorski logicni vecinski sestevalniki za
aplikacije za obdelavo slik, odporne proti napakam

Izvlecek: Priblizno racunanje (AC) omogoca energetsko ucinkovito in visoko zmogljivo racunanje za aplikacije, odporne na napake,
kot so analiza podatkov, obdelava slik in multimedija. Zaradi naras¢ajoc¢ega povprasevanja po nizkoenergijskem shranjevanju z visoko
gostoto v aplikacijah umetne inteligence in strojnega ucenja raziskovalci raziskujejo nastajajoce tehnologije, kot so FinFET, memristorji,
FET z ogljikovimi nano cevkami (CNTFET) in kvantno-tockovni celi¢ni avtomati (QCA), da bi zmanjsali omejitve CMOS-skaliranja. Clanek
predlaga ucinkovit vecinski logi¢ni dizajn z uporabo hibridne memristor-CMOS tehnologije za nizkoenergijske aritmeti¢ne aplikacije.
Oblikovan je energijsko ucinkovit 1-biten sestevalnik s tremi vrati in inverterjem. Tri zasnove sestevalnikov, kot so MAAT, MAA2 in
MAA3, so implementirane v 8-bitno strukturo polne propagacije prenosa in propagacije prenosa tolerantne na napako. Delovanje
vezja, vklju¢no z mocjo in zakasnitvijo, je analizirano z uporabo Cadence Virtuoso, kjer MAAT doseze najnizji produkt moci in zakasnitve
(PDP) v obeh strukturah. Merila kakovosti slike, ocenjena z uporabo MATLAB-a s slikami z 8-bitno globino pikslov, kazejo, da MAA3
doseze najvisje razmerje med signalom in sSumom (PSNR) v polni priblizni strukturi. Analiza napak z uporabo kodiranja Verilog kaze,

da predlagana zasnova MAA2 doseze 24,12-odstotno zmanjsanje stopnje napak v strukturi, tolerantni do napak, v primerjavi s polno
priblizno strukturo, kar dokazuje njeno ucinkovitost pri uravnoteZenju natan¢nosti in porabe energije.

Klju¢ne besede: memristor, vecinska logika, priblizno racunanje, obdelava slik, HRTEM slika
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1 Introduction

processing, has amplified the demand for high-density

The rapid evolution of Artificial Intelligence and Ma- storage solutions, driven further by the extensive in-
chine Learning applications, particularly in big data tegration of the Internet of Things (loT). Efficient han-
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dling of these data-intensive tasks necessitates storage
technologies characterized by low power consump-
tion, high density, and fast operation speeds. AC has
gained recognition as an efficient technique to reduce
power and area requirements in arithmetic circuits,
making it well-suited for error-resilient tasks such as
data analytics, image and video processing, multime-
dia, and signal processing in communication systems.
Unlike conventional computing paradigms that prior-
itize absolute accuracy, AC architectures emphasize
performance and efficiency by allowing controlled im-
precision in computations [1].

As conventional CMOS technology approaches its scal-
ing limits, challenges such as leakage current, power
dissipation, and reduced switching speed hinder fur-
ther miniaturization and performance improvements.
To address these limitations, alternative nanoelectron-
ic devices such as FinFETs, Ferroelectric FETs (FeFETs),
memristors, CNTFETs, and QCA are being explored for
advanced logic applications [2]. Among these, memris-
tors, first theorized by L. Chua in 1971 and experimen-
tally proven by HP Labs in 2008, have shown promise in
enabling high-density, energy-efficient computing [3].
The HP researchers fabricated nanoscale TiO, junction
devices with platinum electrodes, demonstrating fast
bipolar non-volatile switching. Memristors are made
from organic or inorganic materials, with inorganic op-
tions such as TiO,, Ta,0s, HfO,, and ZnO offering high
electrical performance, stability, energy efficiency, and
CMOS compeatibility. In contrast, organic materials,
including polymers, graphene oxide derivatives, and
biomaterials, exhibit lower performance and reproduc-
ibility [4].

Device modeling is essential for developing semicon-
ductor devices, providing accurate insights, optimal
designs, and specification compliance [5]. Various
models with window functions for memristors have
been developed, each optimized for specific applica-
tions, balancing accuracy, complexity, and computa-
tional efficiency. Among this, SPICE and Verilog-based
models like linear ion drift and VTEAM are widely used
for their simplicity in circuit-level implementation [6].
Memristive logic designs, advancing VLSI and CMOS
scaling, use memristors for logic gates with resistance
states representing logic‘0’and ‘1! IMPLY [7] and MAGIC
[8] are key memiristive logics, with IMPLY facing high
latency and MAGIC suffering with gate connections.
Memristor-based design faces challenges like signal
degradation, fanout, and sneak-path currents, which
hinder performance and scalability. Integrating mem-
ristors with CMOS improves logic density and mitigates
degradation, particularly in AND, OR, NOR, and NAND
gate implementations. Memristor Ratioed Logic (MRL)
[9] integrates with CMOS inverters for low-power de-
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signs, while Hybrid NMOS-Memristor logic replaces
PMOS transistors for efficient NOR logic [10]. In [11], a
comprehensive survey on Memristive Threshold Logic
(MTL)-based circuits is presented, which forms the
foundation for our proposed work.

This research investigates the implementation of ma-
jority logic using an experimentally demonstrated
memristor. Initially, an Al203/HfO2-based memristor
device was fabricated, and its structural and electri-
cal properties were thoroughly characterized. High-
Resolution Transmission Electron Microscopy (HRTEM)
analysis confirmed the correct formation of the device
structure. The electrical characteristics, measured using
a DC probe station, were subsequently modelled math-
ematically through Verilog-A coding for integration
into circuit simulations within the Cadence Virtuoso
environment [12]. A comprehensive description of the
process flow and device modelling is provided in Sec-
tion 3. Further, this paper is structured as follows: Sec-
tion 2 surveys the preliminary works related to memris-
tor based adders, along with previously implemented
approximate adders using both CMOS and emerging
technologies. Section 3 presents the experimental de-
tails of the proposed memristor. Section 4 details the
implementation of memristor-based majority logic.
Section 5 explores the design of a 1-bit adder using the
majority logic and provides a comparative analysis with
existing memristor-based adders. Section 6 introduces
and implements majority logic-based approximate ad-
der designs in 8-bit complete approximate and error-
tolerant adder structure. Finally, Section 7 discusses the
results and performance analysis.

2 Prior studies

The comprehensive review of memristor-based 1-bit
adders are detailed as follows:

A 4T-1M-based XOR gate and a non-volatile full adder
using an Ag/AIST/Ta memristor were modelled with a
threshold memristor model in 0.35um CMOS technol-
ogy. This hybrid memristor-CMOS XOR gate achieves
significant area and power reductions, offering a com-
pact, energy-efficient solution. However, issues such as
signal degradation in cascading stages and the neces-
sity of CMOS inverters for level restoration remain bot-
tlenecks [13]. The memristor-based MeMOS approach
streamlines integration with existing CMOS processes
and provides a flexible platform for computational
architectures [14]. A Silver-Chalcogenide-based Mem-
ristor-CMOS design was introduced for primitive logic
blocks and extended to specialized logic structures
[15]. In this approach, the memristor is set to its ON
state while the NMOS transistor remains open, and a
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pull-up nanowire resistor controls the charging rate of
the load capacitor to maintain proper voltage levels at
the node.

Memristor Ratioed Logic (MRL) has been widely em-
ployed for designing universal logic gates, including
AND, OR, and XOR functions [16]. However, these de-
signs often lack detailed power and delay analysis. A
combinational circuit using TiO, memristors replaced
PMOS transistors with memristors to reduce leakage
current and improve speed and energy efficiency, par-
ticularly in 180nm CMOS technology. An MRL-based
full adder, consisting of XOR, AND, and OR gates along
with two inverters, was simulated in 180nm CMOS
technology using SPICE, demonstrating potential for
reduced area and power consumption [17]. Similarly, a
full adder using silver chalcogenide memristors incor-
porated multifunctional XOR and AND gates, achieving
a delay improvement compared to conventional CMOS
designs [18]. Additionally, it combines traditional MRL
logic with a T-memristor 1-NMOS (1TM1N) design to ad-
dress output signal amplification issues.

A transistor-free memristor-based full adder employ-
ing XOR and OR gates in MRL logic, using 14 memris-
tors and two inverters [19], yielding a simplified design
similar to prior MRL based implementations reported
in [16]. Further advancements in memristor-based log-
icinclude the 1TT2M design, which exploits the non-vol-
atile nature of memristors for XOR/XNOR operations,
reducing power consumption and circuit complexity
while integrating one-bit full adder and comparator
functionalities [20]. Additionally, a Y,0s-based mem-
ristor model was designed to enhance signal integrity
and prevent output degradation, though it requires ini-
tialization of memristance value for proper operation
[21]. A calibrated HfO, memristor model was assessed
for variability and timing analysis in a full adder circuit
[22], while yttrium oxide memristors were employed
for low-power logic circuit designs where, the memris-
tor functions as a programmable resistor controlled by
an NMOS transistor for enhanced logic performance
[23].

AHybrid Memristor-CMOS (HMC) logic-based adder de-
sign, combining transmission gates, MRL-based AND/
OR gates, and 1T-1M inverters, demonstrated efficiency
through its simple structure and implementation in 32-
bit ripple carry adders [24].A TaO, memristor, modelled
with a compact Verilog-A model, demonstrated correct
functionality in a 1-bit full adder. Minor glitches from
delay mismatches between MRL and CMOS compo-
nents had minimal impact on performance at 1 MHz
frequency [25]. In [26], a full adder implementation us-
ing a universal logic circuit improve integration density
and reduce power consumption by enabling multiple
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logic functions within a single structure. The hybrid full
adder by combining MRL based AND and OR gates with
NMOS-memristor based inverter is proposed in [27].

The preliminary studies related to approximate adders
are as follows:

Approximate computing (AC) is applied at various lev-
els, but its most critical use is in circuit design, particu-
larly for arithmetic circuits. This approach intention-
ally introduces errors to optimize parameters such as
power, delay, energy, and area. AC aims to balance per-
formance trade-offs, where reducing transistor count
lowers power consumption but increases error rates.
Thus, transistor count and error rate remain crucial con-
siderations in circuit design. The Approximate Mirror
Adder (AMA) designs are implemented by modifying
conventional mirror adder for low complexity digital
applications [28]. The CMOS based energy efficient and
variation aware Approximate Full Adder (AFA) designs
are introduced for imprecision tolerant image process-
ing applications [29]. The Approximate Adder (AA) de-
signs aim to integrate adders and multipliers at the fun-
damental level of Digital Signal Processor design [30].
Area and power efficient reversible full adders were
implemented using GDI logicin [31].

Beyond CMOS-based designs, emerging technologies
such as FinFET, CNTFET, QCA, memristors and spin-
tronic devices based approximate adders have been
explored. Gate Diffusion Input (GDI) logic implement-
ed using 11nm FinFET technology based approximate
adders known as FFA face challenges related to output
voltage level degradation [32]. CNTFET-based approxi-
mate adders such as GMFA design suffer from non-full
swing operation, leading to voltage level degrada-
tion [33]. QCA-based majority logic adders have been
designed [34] and labelled as PAA, but their practical
adoption is hindered by fabrication complexity, tem-
perature sensitivity, defect tolerance, scalability issues,
clocking overhead, and high-power dissipation. Spin-
tronic full adders using Magnetic Tunnelling Junctions
(MTJs) exhibit high power consumption and delay,
though reconfigurable magnetic full adders have been
explored to mitigate some of these drawbacks [35,
36]. Additionally, approximate adders and subtractors
using memristor-based architectures have been ex-
plored, further highlighting the advantages of memris-
tors in logic circuit implementations [37].

Among emerging technologies, memristors have
gained significant prominence due to their high com-
patibility with CMOS transistors, enabling the develop-
ment of compact and energy-efficient logic circuits.
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3 Experimental section

The fabrication process for the Pt/Al,Os/HfO,/Ti/TiN na-
noscale device, outlining the specific materials, depo-
sition techniques, and process parameters used to
achieve its precise dimensions and well-defined struc-
ture is illustrated in Figure 1. The device was annealed
at 400 °C, and the incorporation of a Ti capping layer
enables forming-free switching behavior with reduced
set and reset voltages. The annealing process, com-
bined with the forming-free nature of the device, con-
tributes to improved uniformity and reduced variabil-
ity. A detailed analysis of its electrical characteristics is
provided in our previous work [38]. HRTEM analysis was
employed to examine the morphological and struc-
tural properties of the device, confirming the uniform-
ity, interface quality, and thickness consistency of the
deposited layers. Additionally, Energy Dispersive Spec-
troscopy (EDS) mapping, shown in Figure 2. provides
a detailed representation of the elemental distribution
within the fabricated device. The observed elemental
distribution closely matches the expected outcomes
based on the fabrication process flow, confirming the
consistency and accuracy of the device fabrication.
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Figure 2: The nanostructure and interfacial morpholo-
gies of the proposed Al203/HfO2bi-layer RRAM device
were investigated using HRTEM.
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3.1 Experimental and modelled IV characteristics

The electrical performance of the fabricated device
was rigorously characterized using a DC probe station,
enabling precise measurement of key electrical param-
eters such as resistance states and switching voltages.
The mathematical modelling is done using the model
[12]. The Table 1. describes the modelling parameters
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implemented using Verilog-A in Cadence virtuoso
environment. The comparison of experimental |-V
characteristics and modelled I-V characteristics with a
compliance current of 100 pA are illustrated in Figure 3.
The memristor device is implemented in Cadence Vir-
tuoso, and its compatibility with CMOS technology is
validated through the design and simulation of a mem-
ristor—-NMQOS-based inverter [38]. In this configuration,
the proposed memristor functions as a resistive pull-up
element, replacing the PMOS transistor. This design
maintains acceptable noise margins in the CMOS cir-
cuit, as the memristor provides an optimal resistance
that results in minimal voltage drop at the output.
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Figure 3: Comparison of Experimental and modelled
I-V Characteristics

Table 1. Mathematical Model Parameters

Parameters Pt/AI203/HfO2/Ti/TiN
Memristor device
Roff (off-Resistance) 36729
Ron (on-Resistance) 6600
Von(on voltage) -0.93
Voff (off Voltage) 0.66
Koff (Fitting parameter) 8e-5
Kon(Fitting parameter) -8e-5
Alphaoff (Fitting parameter) 2.25
Alpha on (Fitting parameter) 3.2

These experimental findings provide valuable insights
into the device’s behaviour, serving as a foundation for
performance optimization and further studies.

4 Memristor majority logic (M-ML)

Majority logic is a crucial component in the approxi-
mate computing paradigm, and is widely adopted
across various emerging technologies, including QCA,
ferroelectric devices, spintronic devices, and CNTFETs.
In these technologies, majority logic is typically im-
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plemented using capacitive or resistive elements, en-
hancing area and power efficiency. Majority logic is
commonly utilized in the design of adders and can be
extended to approximate compressors with minimal
error distance. These compressors are integral compo-
nents in multipliers and digital filters, which are used to
develop area-efficient image processing architectures
with a reduced number of transistors. This reduction in
transistor count leads to lower overall power consump-
tion and enables high-speed computing, where minor
compromises in accuracy have negligible impact on
image quality. However, implementing majority logic
in CMOS technology is often area-inefficient due to the
requirement of a greater number of transistors.

The M-ML logic circuit is implemented by combining
memristors and CMOS inverters as shown in Figure 4.
In this design, two inputs A and B, along with a control
input, are fed into a CMOS-based inverter Via memris-
tors. When the control input is set to either 0 or 1, the
input voltages at A and B determine the resistances of
M1 and M2 memristors respectively. To configure the
circuit as a NAND gate, the control input is set to ‘0’ or
below the threshold voltage; in this case, the output is
logic“1’for all input combinations except when A=B=1,
where both memristors conduct and the output be-
comes logic ‘0. Conversely, to operate the circuit as a
NOR gate, the control input is set to 1, resulting in an
output of logic ‘0’ for all combinations except when A
=B=0, where the output is logic 1",

Figure 4: Majority and Minority logic circuit with de-
vice structure

Additionally, the circuit can be configured to operate
as minority logic, where the least frequent input value
determines the output. For instance, if A=0, B=1, and
the control input is 1, the output is logic ‘0" Similarly,
the output is ‘1’ for all ‘0" inputs and ‘0’ for all ‘1" inputs.
When an inverter consisting of transistors P2 and N2
is integrated into the proposed circuit, the resulting
configuration implements majority logic, producing
the output corresponding to the majority value of the
inputs. For instance, when A=B=Control=0, the output
is 0. Conversely, when A=B= Control = 1, the majority
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of the inputs is 1, thus the output is 1. Functionally, the
circuit behaves as an AND gate when the Control input
is set to 0, and as an OR gate when the Control input is
setto 1 as given in Table 2.

Table2: Truth table for majority logic

condition of
transistors
Control Minority | Majority
Logic Logic
0 0[0| ON | OFF 1 0
0 0|1| ON | OFF 1 0
0 1/10| ON | OFF 1 0
0 111| OFF | ON 0 1
1 0|0| ON | OFF 1 0
1 01| OFF | ON 0 1
1 1/0| OFF | ON 0 1
1 111] OFF | ON 0 1

5 M-ML based 1-bit adder (M-MLA)

Figure 5: 1-bit Majority Logic based full adder

The proposed M-MLA circuit shown in Figure 5. is de-
signed using majority logic. The carry circuit is con-
structed with transistors P1-P2, N1-N2 and M1, M2, M3
. When Cin=0, the output is A AND B; when Cin=1, the
output is A OR B. The sum circuit is realized using tran-
sistors P3-P6 and N3- N6. At node X, the circuit gener-
ates the output A OR B when Cin=0 and A AND B when
Cin=1. The final sum output is derived by using Cin as
a control input, with X and Cout’ as inputs. The Table 3
illustrates the functionality of the majority logic in gen-
erating the sum and carry output.
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Table 3: Truth table for output of 1-bit M-MLA

Inputs Intermediate | Sum output Carry
Inputs Output

Cin'[ B A [Cin [ Cout’ Maj Maj
(Cin,Cout'X) | (AB,Cin)

1 [ololo]| 1 Jo 0 0

1 Jof1lo] 1 | 1 0

1 [1]oflo] 1 | 1 0

1 [1[1] 0] o |1 0 1

o lofo] 1] 1 Jo 1 0

o Jo[1] 1] 0o Jo 0 1

o [1]o] 1] o Jo 0 1

o [1[1]1] o |1 1 1

The M-MLA is simulated in Cadence Virtuoso and com-
pared with other memristor-based adders implement-
ed in 180 nm technology, using the process parameters
specified in [23]. The experimental section 3 provides
detailed information on the memristor’s design param-
eters, structural configuration, and electrical character-
istics for implementing the proposed majority logic in
memristor-based architectures.

Table 4 provides a comparative analysis of traditional
memristor based adders with proposed majority logic
adder. The logic circuits reported in [14, 17, 26] employ
titanium dioxide (TiO,)-based memristors, which ex-
hibit set and reset voltages exceeding 1V and require
an electroforming voltage above 2 V. The design pre-
sented in [23] utilizes an yttrium oxide (Y,0s)-based
memristor with relatively high switching voltages of >
4V. Although operated at a 1V input level, this imple-
mentation achieves a power consumption of about 38
MW and a delay of approximately 200 ps. The work in
[25] employs a tantalum oxide (TaO,)-based memristor
with a set voltage of 0.7 V, but it still requires an elec-
troforming step. In contrast, the proposed memristor
demonstrates a low set voltage of 0.66 V and forming-

free operation. A comparison of various mathemati-
cal models, as discussed in Section 1, indicates that
threshold-based approaches such as TEAM and VTEAM
are preferred for their simplicity and ability to capture
asymmetric switching behavior, resulting in minimal
deviation between experimental and simulated char-
acteristics.

The adders presented in [23] employ TNMOS-1Mem-
ristor-based inverters, where the gate terminal of the
transistor in the off state consistently experiences a
high output, contingent on the high off-resistance val-
ue. MRL logic s utilized exclusively for AND and OR gate
implementations and necessitates CMOS-based invert-
ers for other logic circuit implementation [14,17,25]. By
modifying MRL logic through the inclusion of a mem-
ristor with a control input, a stacked NAND/NOR output
is achieved. Additionally, integrating an extra inverter
facilitates majority logic implementation. Majority
logic exhibits higher power consumption compared to
MINTI logic [39], but MINI logic is affected by output volt-
age level degradation. Conversely, post-CMOS majority
logic offers high output driving capability and does not
require additional buffers or resistors to restore output
levels, as indicated in [26]. The proposed post-CMOS
majority logic-based memristor adders offer the po-
tential for extending the design towards more complex
logic circuit implementations, enhancing their applica-
bility in advanced computing architectures.

6 M-ML based approximate adder
(MMA) designs

The approximate adders are increasingly being utilized
for high-density image processing applications, where
performance is prioritized over perfect accuracy. Three
distinct types of approximate adders are proposed and
numbered based on the number of inverters required

Table 4. Performance Evaluation of Proposed vs. Existing Memristor based Adders in 180nm Technology

Adder Types Model Used Device count | Power Delay | References
MeMOS logic TEAM 16T+18M 17.87uW | 212.3ps [14]
MRL Logic Non-Linear dopant drift| 24T+18M 53.08uW | 62.4ps [17]
Hybrid Memristor-NMOS only logic Analytical 23T+14M 38uW 200ps [23]
Transmission gate logic with TTTM VTEAM 12T+6M 8.2uW [ 112.7ps [24]
inverters and MRL based AND/OR logic
CMOS logic with MRL logic Compact 16T+10M 0.615mW | 1.78ns [25]
MRL logic with 1T-1R inverter and Non-Linear 14T+12M+2R | 121.78uW | 62.55ps [26]
CMOS inverter
M-ML Logic VTEAM 14T+9M 4.752uW | 218ps | Proposed
Logic

*R-Resistors; M-Memristors; T-Transistors
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such as MAA1, MAA2, MAA3 respectively shown in Fig-
ure 6(a-c). Table 5 compares the proposed approximate
adders with accurate full adders and calculates the er-
ror distance (ED) by obtaining the absolute difference
between exact and approximate output.

Al

A =g

VDb

(a)

P1
M2

L ATITE

AR

Carry = A

N1

Carry = A

Figure 6: Proposed approximate adder designs (a)
MAA1 (b) MAA2 (c) MAA3

The MAA2 is designed to introduce two errors in the
sum output while maintaining an error-free carry out-
put. The carry output, being error-free, is propagated
to the next stage, effectively reducing the overall error
rate in the adder. This feature makes the MAA2 particu-
larly suitable for applications where minimizing carry
propagation errors is essential, such as in arithmetic

units of image processing systems. However, due to the
nature of the majority logic, the MAA2 may experience
a slight degradation in sum accuracy, which is compen-
sated by its error-free carry output.

The MAAT1 incorporates two errors in both the sum and
carry outputs. It uses one inverter and three memris-
tors, resulting in a smaller area footprint compared to
other adder designs. This reduction in area translates
directly to lower power consumption and improved
speed efficiency, making the MAA1 a suitable can-
didate for high-performance, power-efficient image
processing applications. This efficiency comes at the
cost of increased image quality degradation compared
to the MAA2, as the additional errors in both sum and
carry outputs contribute to more significant distortion
in the processed image.

The MAA3 is designed using 3 memristors and 3 invert-
ers. It introduces two errors at the sum and carry out-
put for same combinations of inputs.

6.1 Comparison of 1-bit approximate adders

Tables 6 and 7 present the outputs of approximate ad-
ders along with the corresponding error distance (ED)
for conventional CMOS logic and emerging logic tech-
nologies, respectively.

The ED is calculated using eq. (1). The error rate (ER)
quantifies the percentage of ED occurrences relative
to the total possible input combinations as shown in
eq. (2). The normalized mean error distance (NMED) is
computed for each approximate output by dividing the
ED by the total number of inputs as shown in eq. (3).

The error metrics for approximate adders are evaluated
using the parameters formulated as follows:

ED, =|Exact (1)

Qutput; - Ap p roxim ateOutputi

Table 5: Truth table of Proposed Majority logic based Approximate adders

0] 0 0 0 0 0 ov 1% 1 ov 1% 1 ov ov 0
0] 0 1 0 1 0 (4 1v 0 ov’ 1v 0 ov 1v 0
0| 1 0 0 1 0 ov’ 1v 0 ov’ 1v 0 ov 1v 0
0|1 1 1 0 0 0x ov 2 1v ov 0 0x 1% 1
1 0 0 0 1 0 1% 1v 2 ov’ 1v 0 1% 0x 1
1 0 1 1 0 0 1v ov’ 0 1v ov 0 1v ov’ 0
1 1 0 1 0 0 1v 0v 0 1v ov 0 1v ov 0
1 1 1 1 1 0 1v 0x 1 1v 0x 1 1v 1v 0
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Number of Erroneos Outputs

ER = x100

()
n

Outpu, —ApproxlmateOutpmi

3)

NMED = lzn:

n; Exact

QOutput,, .

Table 8 outlines the logic equations for 1-bit existing
approximate adders, detailing the number of errors,
Device Count (DC), ER and NMED. The memristor-based
approximate adder (MFA) exhibits a high error rate of
62.5%, with five errors exceeding the 50% threshold.
Adders with an error rate of < 50% have been selected
for the implementation of 8-bit approximate adder ar-
chitectures. Furthermore, the PAA1 and PAA2 adders,
originally designed in QCA technology, have been re-
simulated utilizing the proposed memristor-based ma-
jority logic to ensure a fair comparative analysis.

7 Performance analysts of 8-bit
approximate adders

This section investigates the effects of seventeen ap-
proximate full adders, as described in Table 8, by im-

Table 6: CMOS Logic based Approximate adders

plementing them within 8-bit Ripple Carry Adder (RCA)
structures. Two types of memristor-based approxi-
mate adder architectures have been designed: the
8-bit Memristor-based Complete Approximate Adder
(MCAA), which utilizes approximate adders for all eight
bits, as illustrated in Figure 7 (a), and the 8-bit Memris-
tor-based Error-Tolerant Adder (META), which employs
a hybrid approach. In the META design, the least sig-
nificant 4 bits (LSBs) are implemented using approxi-
mate adders, while the most significant 4 bits (MSBs)
utilize exact adders based on majority logic for PAA’s
and MAA's and CMOS based conventional full adder for
other approximate adders, as shown in Figure 7 (b).

7.1 Circuit metrics of 8-bit approximate adders

The 1-bit adder structure were simulated at a frequen-
cy of 100 MHz, with power and delay metrics extracted
for comparative analysis. The performance of the 1-bit
adders were evaluated in the context of 8-bit META and
8-bit MCAA architectures. The FFA and GMFA, imple-
mented using Gate Diffusion Input (GDI) logic, exhibit
non-full-swing voltage output characteristics. Instead
of achieving the expected 1V VDD output level, an out-
put voltage of 0.702V was obtained, with some instanc-
es producing VDD/2. While this voltage level remains
above the noise margin, the output driving capability

| a | b | Cin| CS | CS(ED)| CS(ED) | CS(ED) | CS(ED) | CS (ED) | CS(ED) | CS (ED) | CS (ED) | CS(ED) |

a | b |Cn| CS |CS(ED) | CS(ED) | CS(ED) | CS(ED) | CS(ED) | CS(ED) | CS(ED) | CS(ED) | CS (ED)
01]O0 0 00 00 01(1) 01(1) 00 01(1) 00 00 00 00
0|0 1 01 01 01 01 01 01 00(1) 00(1) 01 01

0 1 0 01 10(1) 01 10(1) 00(1) 01 01 01 01 01

0 1 1 10 10 10 10 01(1) 01(1) 11(1) 01(1) 10 01(1)
1 0 0 01 00(1) 01 01 10(1) 01 01 01 10(1) 10(1)
1 0 1 10 10 10 10 10 10 11(1) 11(1) 10 10

1 1 0 10 10 10 10 10 10 11(1) 11(1) 10 10

1 1 1 11 11 10(1) 10(1) 11 10(1) 11 11 10(1) 11

Table 7: GDI Logic and emerging logic based Approximate adders

FFA2 FFA3 GMFA | MFA |  PAAl PAA2

0 0 O 00 00 01(1) 00 00 01(1)
0 0 1 01 01 00(1) 11(2) 01 00(1)
0 1 0 01 01 00(1) 00(1) 00(1) 01
0 1 1 01(1) 00(2) 10 11(1) 11(1) 10
1 0 0 00(1) 00(1) 01 00(1) 00(1) 01
1 0 1 11(1) 11(1) 10 00(2) 11(1) 10
1 1 0 10 10 10 10 10 11(1)
1 1 1 11 11 10(1) 11 11 10(1)

*ED-Error Distance, C-carry output, S-Sum output
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for ripple-based structures is significantly reduced. The
comparative analysis of DC, power consumption, and
delay is presented in Figure 8(a-c).

(a) / 45t Mo el Appinae sber \

B BAM BA BM BO RN BMA B
The MAAT adder is designed with a minimal DC, uti-

v lizing only three memristors and two transistors. In
i m w M H m contrast, the AMAT and AA2 adders incur significant
area overhead due to their reliance on 20 transistors.
The AFA1 and GMFA architectures exhibit area effi-

T &

g % $ 8 g 8 g9 9 ciency comparable to MAA-based designs within the
\ / 8-bit MCAA configuration. However, in error-tolerant
8-bit META architectures, the DC increases. Notably,

/ it Accurate WML based aer \ bt Memsor kased \ the MAAT1 requires only 5 DC, achieving a reduction of
Appeviimate adder 41.67% and 75% compared to AMA1 and AA2 in 8-bit

BAL BIA META and MCAA structures, respectively. Moreover,

. conventional adders such as AMA and AA, as well as
' . most AFA designs except AFA1, implemented using
M m standard CMOS logic, require a significantly higher DC

A BAE BN MM

+ E

compared to emerging logic-based approximate ad-
ders, resulting in increased area and power consump-

% 0§ M 8w tion.
\ / / Power analysis reveal that MAA1 exhibit better power
Figure 7: Block diagram of 8-Bit Memristor based (a) efficiency compared to all evaluated cases. Within the
Complete Approximate Adder (MCAA) (b) Error Toler- 8-bit MCAA configuration, GMFA consume !ess power
ant adder (META) than MAA3 and AFA1 due to its non-full-swing output

Table 8: Error Metric Analysis of Approximate adders

Approximate Sum Equation Carry Equation Number
adder of Errors

AMAT (28] | 1 B Cin+ ABCin B+ ACin 2 20 | 25| 0.083
AMA2 [28] Cin(4+B)+(4B) AB+B.Cin+ ACin 2 16 25 | 0.083
AMA3 [28] | B+(ACin) B+(ACin) 3 13 |375] 0.125
AMA4 [28] | Cin (4 +B) A 3 15 |37.5] 0.125
AFAT [29] m A.(B+Cin) 3 8 37.5| 0.125
AFA2 [29] A+B Cin.(A+B)+AB 4 18 50 | 0.167
AFA3 [29] 4+ B A(B+Cin 4 14 |50 0167
AA2 [30] W A+(BCin) 2 20 | 25| 0.083
AA4 [30] Cin{A®B)+ B(A® B) 4 2 14 | 25| 0083
FFA2 [32] (4B +Cin) A(B+B.Cin) 3 10 |37.5| 0.125
FFA3[32] (4.B®Cin) A.(B+B.Cin) 3 12 |375] 0125
GMFA [33] B+Cin A.B.Cin+ A.(B+Cin) 4 8 50 | 0.167
MFA [37] A.BCin+ AB.Cin +ABCin+ ABCin | AB.Cin+ AB.Cin +ABCin+ABCin| > |10M+6T162.5] 0.208
PAA1 [34] Cin Maj( 4, B,Cin) 4 3M+4T | 50 | 0.167
PAA2 [34] Cin Maj (4, B,Cin) 4 3M+6T | 50 | 0.167
MAA1 Min(A4,B,Cin) A 4 3M+2T | 50 | 0.167
MAA2 Min(A4,B,Cin) Maj (A, B,Cin) 2 3M+4T | 25 | 0.083
MAA3 Maj(4,B,Cin) 4 2 3M+6T | 25 | 0.083
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characteristics. The delay analysis is calculated for the
longest propagation path, where the sum output ex-
hibits the highest delay in most approximate adders.
However, in architectures such as PAA, FFA, and AFA,
the carry output experienced the highest delay. Among
the evaluated circuits, AMA1 and AA2 demonstrate the
highest worst-case delay. Additionally, GDI logic-based
approximate adders exhibit increased delay compared
to MAA-based designs.

The PDP analysis for the 1-bit adder, as illustrated in
Figure 9(a), includes a Conventional Full Adder (CFA)
implemented using CMOS transistors. The CFA exhibits

m
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Figure 8: Comparative analysis of 1-Bit AA, 8-Bit MCAA,
8-Bit META structures in terms of (a) Device Count (b)
Power (c) Delay

a power consumption of 5.771 pW and a delay of 0.289
ns. Additionally, the power and delay characteristics of
the Majority Full Adder (MFA) are presented in Table 4.
The Power-Delay-Area-Product (PDAP) analysis is done
by calculating

PDAP = PDPxDC

and graphically represented in Figure 9(b). The PDP
analysis, as depicted in Figure 10, is presented in de-
creasing order for the 8-bit MCAA and 8-bit META
structures, evaluated using all approximate adders. The
MAAT1 show an improvement of 23.40% and 33.85%
compared to MAA2 and MAA3 respectively in 8-bit
META architecture. Similarly, MAA1 shows 71.37% and
79.99% improvement in PDP compared to MAA2 and
MAA3 designs in 8-bit MCAA architecture. These find-
ings provide insights into the trade-offs between area,
power, and delay in various approximate adder de-
signs, highlighting the advantages and limitations of
different implementation approaches for low-power
and energy-efficient arithmetic circuits.
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Figure 9: Comparison of 1-bit accurate and approxi-
mate adders (a) PDP analysis (b) PDAP analysis
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Figure 10: PDP analysis of approximate adders in 8-Bit
META and MCAA structure
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7.2 Error metrics of 8-bit approximate adders

The accuracy of the proposed majority-based adders is
evaluated using key error metrics, including the NMED,
ER, and Mean Absolute Error (MAE). These adders are
compared with previously reported approximate ad-
ders by implementing in 8-bit architectures and testing
them against all possible input combinations using a
Verilog-based testbench. Table 9 presents the average
PDAP values alongside the error metrics. The analysis
indicates that for the 8-bit META adders, MAA2 and
AMA2 exhibit the lowest error rates with minimal error
distances. However, in terms of PDAP, MAA2 demon-
strates superior efficiency, achieving an 80.54% reduc-
tion in PDAP compared to AMA2. Additionally, MAAT in
META and MCAA architectures also report lower PDAP
values at the cost of reduced accuracy.

Furthermore, the error rates of PAA’'s and FFA2 designs
are significantly higher than those of other adders.
Notably, MAA2 exhibits the lowest MAE value, con-
tributing to a reduction in NMED. In the case of the
8-bit MCAA adder, AMA1 achieves a lower error rate
than MAA-based designs, albeit with an increase in
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Figure 11: PDP vs NMED analysis for (a) 8-Bit MCAA (b)
8-Bit META structure
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PDAP. The analysis of PDP versus NMED highlights the
trade-off between accuracy and circuit performance in
majority-logic-based adders compared to other adder
designs. The majority-logic-based adders demonstrate
efficiency, as their PDP values predominantly fall within
the left half of the vertical axis in both 8-Bit MCAA and
8-bit META structure as shown in Figure 11 (a) and (b)
respectively.

Additionally, MAA2 and MAA3 exhibit lower error rates,
positioning them in the first half of the horizontal axis,
along with GMFA and PAA2 in 8-Bit META structure as
shown in Figure 11(b). However, GMFA produces a non-
full-swing output, reinforcing the advantage of majori-
ty-logic-based adders in achieving an optimal balance
of performance, accuracy, and efficiency.

7.3 Image quality metrics of 8-bit approximate adders

Three distinct sets of 512 X 512 sized input images
with 8-bit pixel depth were selected from an image da-
tabase [40] and processed using accurate adders. For
comparison, the same images were processed using all
proposed approximate adders implemented in MCAA
and META based 8-bit ripple carry structures. The ad-
ders were implemented using Verilog and integrated
into MATLAB via the importhdl command for image
quality analysis. Image quality metrics, including PSNR
and Structural Similarity Index (SSIM), are evaluated.
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Figure 12: Comparative analysis of image quality met-
rics in 8-bit META and MCAA

The graphical representation of PSNR and SSIM analy-
sis for 8-bit META and 8-bit MCAA adders is shown in
Figure 12. The majority-logic-based adders demon-
strate superior performance, achieving higher PSNR
and SSIM values, particularly in the META structure.
Among them, MAA3 exhibits the highest PSNR and
SSIM values; however, it requires an additional inverter
compared to MAA2.
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Table 9. Comparison of error metrics with average PDAP for 8-bit approximate adders

Approximate adder 8-BIT MCAA 8-BIT META
Average PDAP | NMED MAE ER Average PDAP NMED MAE ER

AMA1 9057.888 0.2099 255 86.05 16535.5 0.02138 255 73.63
AMA2 6687.171 0.2342 255 89.98 14616.84 0.014101 15 68.27
AMA3 3774135 0.3198 255 97.44 10484.57 0.02892 255 86.57
AMA4 4033.536 0.2827 255 97.57 10629.5 0.031062 255 86.72
AFA1 1270.368 0.3201 255 96.12 7085.261 0.02499 254 78.42
AFA2 7722.922 0.3321 255 89.81 15217.72 0.01890 15 68.22
AFA3 3474.979 0.3321 255 89.81 9011.402 0.0220 255 68.22
AA2 8816.896 0.2733 254 89.97 16311.86 0.0240 252 68.17
AA4 2447.98 0.2189 254 90.08 6803.731 0.0258 255 68.26
FFA2 993.3784 0.2988 255 96.05 6809.858 0.0255 253 78.37
FFA3 2067.71 0.2728 254 95.09 8310.144 0.0293 252 78.37
GMFA 679.814 0.3734 255 99.60 5535.605 0.0219 15 93.78
PAA1 308.0386 0.4475 255 99.58 2843.808 0.02751 15 93.76
PAA2 625.312 0.3335 255 99.60 3623.731 0.02078 15 93.74
MAA1 62.9982 0.3013 255 97.86 2032.934 0.0430 254 88.68
MAA2 308.0386 0.2342 255 89.98 2843.808 0.01410 15 68.27
MAA3 566.676 0.2189 254 90.08 3512.448 0.0258 255 68.26
7.4 Figure of merit computing by ensuring an optimal balance between

The circuit performance analysis and Error metrics can
be jointly analysed using Figure of Merit (FOM) calcula-
tions in approximate computing [36]. The FoM is calcu-
lated using the formula:

Normalized PDAP
1- Average NMED

FoM =

It must be noted that the circuit performs better for
lower FoM. The FoM values for the 8-bit META and
8-bit MCAA adders are presented in decreasing order,
highlighting the optimal performance of the proposed
majority-logic-based designs compared to existing ad-
ders. Among these, MAAT achieves the lowest FOM
due to its minimal power-delay product (PDP); how-
ever, its output image quality is inferior to that of MAA2
and MAA3. For fully approximate adders, MAA2 and
MAA3 provide a better trade-off between accuracy and
efficiency. Conversely, in error-tolerant applications,
where only the least significant bits (LSBs) utilize ap-
proximate adders, MAA1 emerges as the most efficient
choice due to its low FOM.

The post-CMOS majority-logic-based approach dem-
onstrates greater efficiency compared to traditional
CMOS logic, making it a promising alternative for arith-
metic circuit design. Each of the proposed approximate
adders is tailored to specific application requirements,
with MAA1 proving highly efficient for error-tolerant

power consumption and accuracy. Meanwhile, MAA2
and MAA3 are well-suited for fully approximate archi-
tectures, excelling in applications that tolerate higher
error rates in exchange for reduced power consump-
tion and delay.
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Figure 13: FoM analysis for 8-bit adders using (a) MCAA
(b) META

Compared to conventional CMOS-based designs such
as AMA, AFA, and AA adders, the FOM of emerging log-
ic-based designs is significantly lower, reflecting their
superior performance. Notably, the PAA2 and MAA3
designs, as well as the PAA1T and MAA2 designs, have
an equal device count. However, the proposed MAA2
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and MAA3 architectures achieve a lower FOM, resulting
in improved performance over PAA1 and PAA2, primar-
ily due to their lower error rates and reduced normal-
ized mean error distance (NMED). Additionally, GDI
logic, an optimized variant of conventional CMOS logjic,
demonstrates a relatively small FOM difference when
compared to the proposed majority-based designs in
the MCAA architecture, while a more significant differ-
ence is observed in the META architecture as shown in
Figure 13 (a) and (b) respectively.

The proposed 8-bit approximate adder can be scaled to
higher bit-width versions using a modular design, with
LSBs approximated and MSBs kept accurate to limit
worst-case error. In 16-bit implementations, MCAA ar-
chitecture shows higher error rates compared to the
META architecture. Simulations of 16-bit META archi-
tecture with 50% approximation is validated by writ-
ing Verilog testbench and results show error rates of
90% for MAA2 and MAAS3, still lower than other designs
reaching up to 99%, indicating better error efficiency.

Accuracy can be enhanced by reducing the approxima-
tion ratio or employing dynamic approximation tech-
niques based on input sensitivity. However, decreasing
the extent of approximation introduces area overhead
due to the increased transistor count in the accurate
portion of conventional designs. For instance, at a 25%
approximation level, the accurate adder section using
conventional design requires 60 additional transistors
compared to a majority logic-based implementation
in error tolerant architecture. Notably, majority logic
in the META architecture proves efficient across all
metrics, offering improved PDAP and linear scalability,
making it ideal for larger arithmetic units. Overall, these
adders provide a balanced trade-off among power, de-
lay, and accuracy, making them effective for energy-
efficient, high-performance computing.

8 Conclusion

This work presents the design and analysis of a ma-
jority-logic-based 1-bit adder using experimentally
assessed and modelled memristor technology. The
proposed design is evaluated against various existing
memristor-based adders to assess its performance and
efficiency. Additionally, three 1-bit approximate ad-
ders are developed using majority logic by integrating
memristors with CMOS inverters, offering a balance
between performance, power consumption, and cir-
cuit complexity. Among the designed approximate
adders, MAAT achieves the lowest Power-Delay-Area
Product (PDAP) and Power-Delay Product (PDP), mak-
ing it the most suitable choice for error-tolerant adder
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structures, where power efficiency and computational
accuracy need to be balanced.

Conversely, MAA2 and MAA3, incorporating two and
three inverters respectively, offer an optimal solution
for fully approximate adder architectures, enabling en-
hanced performance in applications that can accom-
modate higher levels of approximation while benefit-
ing from reduced power consumption and latency. The
analysis of both META and MCAA architectures posi-
tions MAA2 as an intermediate solution, balancing the
trade-offs between MAAT and MAA3.

Comparative evaluation with conventional CMOS and
Gate Diffusion Input (GDI)-based approximate adders
demonstrates that majority-logic-based designs offer
significant advantages in device count optimization,
leading to reduced circuit complexity and improved ef-
ficiency. Extensive simulations assess key performance
parameters, including power consumption, propaga-
tion delay, error metrics, and image quality metrics.
These evaluations contribute to the estimation of the
Figure of Merit (FOM), where majority-logic-based ad-
ders consistently outperform conventional logic-based
approximate adders. By considering various design pa-
rameters, trade-offs, and application-specific require-
ments, the most suitable adder architecture can be se-
lected for integration into complex logic circuits.

The results highlight the potential of emerging mem-
ristor-based majority logic for designing high-perfor-
mance, energy-efficient adder architectures. Applica-
tions such as neural network accelerators, digital signal
processing (DSP), and encryption circuits can leverage
the power and area benefits of approximate comput-
ing. Neural networks and DSP algorithms are inher-
ently error-tolerant, while non-critical components
in encryption circuits can be approximated without
compromising security. As memristor technology con-
tinues to advance, majority-logic-based designs could
play a pivotal role in the development of next-gener-
ation computing systems. Broadening the application
scope to these domains further underscores the prac-
tical relevance and impact of the proposed design for
next-generation energy-efficient computing systems.
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